Chase Joyner

801 Homework 4

October 15, 2015

Problem 1:

(a) Show that the F' test developed in the first part of this section is equivalent to the (generalized)
likelihood ratio test for the reduced versus full models. (b) Find an F test for Hy: X8 = X[

where 3 is known. (c) Construct a full versus reduced model test when o2 has a known value o3.

Solution: (a) Let the full model be Y = X/ + ¢ and the reduced model be Y = Xy + ¢,

where € ~ N(0,02I). Denote the likelihood under the full model Lz and the likelihood under
the reduced model L. Then, the likelihood ratio is

CsupLp(02,8)  (6%) 2 exp{—(Y — XB)(Y — X}3)/25%
T supLr(0%y)  (63) "2 exp{—(Y — Xo9) (Y — Xo7)/26%}

First, note that the estimates for o2 under the full and reduced model is the MLE under
those models, i.e.
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Then, we see that we can rewrite the exponentials as
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and
exp{—(Y — XB)(Y — X[)/26%} = exp { _ Z}

Therefore, the ratio becomes
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Since this is monotone increasing in Y’}(/J/V(II—_J\X%ZQ?/I_;VIJ\;I()) and the [ statistic is

o Y'(M — Mo)Y/r(M — M)
YT -M)Y/r(I-M)

we see the two test tests are equivalent.

(b) Let the full model be Y = X +¢. Then, the reduced model induced by Hy is Y* = Xgy+e,
where Y* =Y — Xy and Xy = 0. Then, note that M = X(X'X)~ X' and My = 0, and so
M — My = M. Then, we calculate the test statistic

oYM - Mo)Y™/r(M — Mo)
YT -M)Y/r(I - M)
(Y = XBo)' MY — XBo)/r(M)
Y'(I — M)Y/r(I — M)

Then, reject Ho if F > f(1 — o, r(M),r(I — M)).
(¢) Recall from section 2.6 that

Y'(I - M)Y

5 NXQ(T‘(I—M)).
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Then, under Hj, we calculate the test statistic

5 _ Y'(I — MY
X0 Ug .

Therefore, reject Hy if x3 < x*(o, r(I — M)) or if x§ > x*(1 — o, r(I — M)).

Problem 2:

Redo the tests in Exercise 2.2 using the theory of Section 3.2. Write down the models and explain
the procedure. Exercise 2.2: Let y11,%12, ..., y1r be N(u1,02) and yo1, %22, ..., y2s be N(uz,o?)
with all y;;’s independent. Write this as a linear model. Find estimates of ju1, p2, 11 — p2, and o2
Form an o = .01 test for Hy: p1 = po. Similarly, form 95% confidence intervals for pp — pe and
u1. What is the test for Hg: pu1 = pe + A, where A is some known fixed quantity? How do these
results compare with the usual analysis for two independent samples?

Solution: The full linear model can be written as Y = X + ¢, where

Y11 10 €11
Yir| _ 10 |:/'L1:| €1r
= —|— ,
Y21 0 1| [pe €21
| Y2s | 10 1] | €25 |



and € ~ N(0,0%I). We want to form an o = .01 test for Hy: ju1 = g, i.e. the reduced model
is Y = Xy + €, where

Y11 1 €11
Yir 1 €1r
= + ,
Y21 1 [] €21
LY2s | _1_ | €25

and € ~ N(0,02I). We have the projection matrices

1
M=X(X'X)"X'= Lr)

!
sd (r+s)x(r+s)

and

MO = Xo(X(,)XO)_X(I) = |:(I‘-]|-S)i| (r+s)x(r+s) ’

Then, we obtain the test statistic to be

e Y'(M — Mo)Y/r(M — M)
Y (I - M)Y/r(I —M)
(MY)' (MY) — (MoY')'(MoY) /(M — Mo)
Y'Y — (MY)(MY)/r(I — M)

(XB)(XB) — (Xo7) (Xo7)/r(M — M)

~ .

Y'Y — (XBY/(XB)/r(I — M)

Recall from homework 3 problem 1 that
B = [Zh} and 7 = [7y]
Y2
where 45 = fis(yll + ... + y25). Multiplying these by X and Xy, respectively, gives
(r7i + 573 — (r + 5)7i,) /1
(i (i —91) + (3 —93)) /[ (r + s - 2)

Then, reject Hy if I > f(1 —a, 1,7+ s —2).
Now we wish to find the test for Hy: u1 = pe + A. Let the full model be Y = X + €, where
e~ N(0,0%1), i.e.

F=

Y11 10 €11
virl (10 [Ml] €1r
= +
Y21 0 1] [pe €21
| Y2s | 10 1] | €25 |



The reduced model Y = Xy + € can be written as

Y11 1 0 €11
Yir| _ 1 0] [pe+A + €1r
Y21 0 1 U2 €21 ’
_yQS_ _0 1_ _628_
or equivalently, - - _
Y11 1 €11
Yir . 1 A €1r
Y21 o 1 [MQ] + X |: 0 :| + €21
| Y2s | _1_ | €25

Therefore, defining Y* =Y — Xb, where b = (A,0)’, we have the reduced model Y* = Xyy+e,
where Xg = Jyqs,7 = [/Jg} ,and € ~ N(0,0%I). Then, we calculate the test statistic

e Y* (M — My)Y*/r(M — M)
Y/(I — M)Y/r(I — M)
(MY™*) (MY*) — (MgY*)'(MoY')) /(M — Mo)
(Y'Y = (MY) (MY))/r(I — M)
ATy = A (T ) — s (i (i — A) + X )
- (Sl — 7)) + T (43— 1) /(r + 5 —2)

Therefore, reject Hy if F > f(1 —a, 1,7+ s — 2).

Problem 3:

Redo the tests in Exercise 2.3 using the procedures of Section 3.2. Write down the models and
explain the procedure. Hints: (a) Let A be a matrix of zeros, the generalized inverse of A, A~, can
be anything at all because AA~A = A for any choice of A~. (b) There is no reason why X, cannot
be a matrix of zeros. Exercise 2.3: Let yi, ..., y, be independent N (u,c?). Write a linear model
for these data. Form an « = .01 test for Hy: u = pg, where pg is some known fixed number and
form a 95% confidence interval for u. How do these results compare with the usual analysis for one
sample?

Solution: The full linear model Y = X3 + € can be written as

(1 1 €1
Y2 1 €2

N B [/L] + )
Yn 1 €n



where € ~ N(0,02I). Then, the reduced model is Y = X3y + € and can be written as

Y1 1 €1
Y2 1 €2

= 1. [HO] + )
Yn 1 €n

where € ~ N(0,021), i.e. Xo=0. Then, we calculate the projection matrices

M=XX'X)"X =[L

n]nxn

My = Xo(X5X0)” X = [0]

nxn

and therefore we have M — My = M. Notice that r(M — My) =r(M) =1and r(I — M) =
n —r(M)=mn — 1. Then, we calculate
(Y = XBo)(M — Mo)(Y — X o) = (Y = XBo)M(Y — X )
= (MY — MXpo)' (MY — X )

Y—Ho
=[F—m - Y- po :

Y—Ho
= n(y — po)*.

and
n
Y/(I-MY =YY -Y'MY =)y} - np’.
=1

Then, we obtain the test statistic
(Y — X Bo)' (M — Mo)(Y — XBo)/r(M — My)
Y'(I — MYY/r(I — M)
n(y — po)®
(X 9? —ng?)/(n = 1)
Therefore, with o = .01, reject Hy if F' > f(.99,1,n — 1).

F=

Problem 4:
Show that 8/ X'Myp XS =0 if and only if A’S = 0.
Solution: Let A’ =0. Then, P"X3 =0 and so P’"M X3 = 0. Then, notice that

B'X'MypXB =X MP{P MP)"PMXS=0.



Now, let 3’ X'My;p X3 = 0. Then, (MMPXﬁ)/(MMPXﬂ) = 0, which implies that My;p X =
0. Then, P'"My;pX 3 = 0. Then, we have

P'MypXB =0

— P MP(P'MP)"(MP)X3=0

= [(P’M)(MP)(P’MP)~(MP)]XB=0
—  [(MP)(P’"MP) (MP)(MP)]'X8=0
— PMXB=0

— PXp=0.

Therefore, A3 = 0.

Problem 5:
Consider a set of seemingly unrelated regression equations
Y; =XiBi+e, e ~N(00°I),

i=1,...,r, where X; is an n; X p matrix and the e;s are independent. Find the test for Hy: 81 =

o = B

Solution: Notice the full model Y = X + e can be written as

X 0 0 --- 0
Y1 0 X, 0 -.- 0] |5 el
Y, . B2 €2
=10 0 " 0 N
Y'}’ : : B /Br eT’
0 0 0 - X,

Yl X1 (&)
Y2 X2 €9
o I [61] + :
}/’I’ X’r (8

Then, calculating M = X(X'X)~ X’ and My = Xo(X,Xo)~ X/, we obtain the statistic
0 0

e Y'(M — My)Y/r(M — M)
YT - M)Y/r(I - M)

Then, reject Hy if F > f(1 — a,r(M — My),r(I — M)).



